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Figure 9. Schematic presentation on the Earth heat inventory for the current anthropogenically driven positive Earth energy imbalance (EEI)
at the top of the atmosphere (TOA). The relative partition (in %) of the Earth heat inventory presented in Fig. 8 for the different components is
given for the ocean (upper: 0–700 m, intermediate: 700–2000 m, deep: > 2000 m), land, cryosphere (grounded and floating ice), atmosphere,
and EEI for the periods 2006–2020 and 1971–2020 (for the latter period, values are provided in parentheses). The total heat gain (in red)
over the period 1971–2020 is obtained from the Earth heat inventory as presented in Fig. 8.

(Biskaborn et al., 2015). Due to the current limitations in the
observational data, a permafrost model was used to estimate
the heat uptake by thawing of ground ice. This approach re-
trieves latent heat fluxes in extensive areas and at depths rel-
evant to analyze the long-term change in ground ice mass,
but this is done at the cost of ignoring other relevant pro-
cesses, such as ground subsidence, to balance model perfor-
mance with computational resources. Including permafrost
heat storage in the Tibetan Plateau is a priority for the next
iteration of this work, as well as to explore new methods to
evaluate model simulations using the available observations
in permafrost areas.

For inland water heat storage, a better representation of
lake and reservoir volume would be possible by better ac-
counting for lake bathymetry using the GLOBathy (Khazaei
et al., 2022) dataset and results from the upcoming Surface
Water and Ocean Topography (SWOT) mission. These im-
provements in the representation of lake volume and an up-
dated lake mask will be available in the upcoming ISIMIP3
simulation round, next to improved meteorological forcing
data (Golub et al., 2022). In contrast to Vanderkelen et
al. (2020), the heat storage in rivers is not included in this
analysis due to the high uncertainties in simulated river wa-

ter volume. To reduce the uncertainty in river heat storage,
the estimation of river water storage should be improved, to-
gether with an explicit representation of water temperature in
the global hydrological models (Wanders et al., 2019). These
improvements will be incorporated into ISIMIP3 and will
lead to better estimates of inland water heat storage, thus
enhancing future estimates of continental heat storage. In
the long run, these model-based estimates could be supple-
mented or replaced by observation-based estimates, which
would however require a large, global-scale effort to monitor
lake and river temperatures at high spatial resolution and over
long time periods. Estimates for inland water heat storage
and permafrost heat storage in this analysis depend heavily
on model simulations, which is a particular challenge for an-
alyzing and adding uncertainty ranges, as the sources of un-
certainty in model simulations differ from those in observa-
tional records (Cuesta-Valero et al., 2023a). Future estimates
should hence focus on a hybrid approach considering in situ
measurements, reanalyses, remote sensing data, and model
simulations, consistent with the methods employed for de-
riving cryosphere and atmosphere heat storage for the Earth
heat inventory.

https://doi.org/10.5194/essd-15-1675-2023 Earth Syst. Sci. Data, 15, 1675–1709, 2023

Schuckmann et al. 2023

Past results no guarantee of future performance…
Models can’t just be “tuned”

90% of excess heat is in oceans (at the moment…)
3.4m of Ocean has same heat capacity as 100km of Atmosphere

How does small-scale mixing lead to observed stratification?
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Fig. 17. T h e  p o l e w a r d  o c e a n  h e a t  t r a n s p o r t s  in each  o c e a n  b a s i n  
a n d  s u m m e d  o v e r  all o c e a n s  (total), as c o m p u t e d  f r o m  the  ne t  
f lux t h r o u g h  the  o c e a n  surface ,  i n t eg ra t ed  f r o m  6 5 ° N  a n d  ad-  
j u s t ed  s o u t h  of  30°S, fo r  1988 in PW.  A s  this  ca lcu la t ion  does  n o t  
a ccoun t  fo r  t he  I n d o n e s i a n  t h r o u g h f l o w ,  the  Pacific a n d  I n d i a n  
o c e a n  c o n t r i b u t i o n s  s h o u l d  b e  c o m b i n e d  

(all land/ice). In the Indian Ocean the northward 
ocean heat flux is zero at the northern boundary. Using 
these values specified as the northern boundary condi- 
tion, we then integrate 

O r = F o  = -I[?~ad4) 

for each ocean basin, where [~o is the zonally inte- 
grated northward ocean flux an~ F~ is the zonal inte- 

Kev in  et al.: T h e  g loba l  hea t  ba l a n c e  

gral in longitude across the basin of F~. The integral is 
carried out in finite difference form using Gaussian 
quadrature. 

Using this method and integrating the unadjusted F~ 
values to 68°S gives a northward heat flux at 68°S of 
0.4 PW in the Atlantic, 0.1 PW in the Indian and -1.2 
PW in the Pacific oceans. This highlights the problems 
we noted earlier as having an insufficient flux out of 
the ocean in the Pacific, in particular. To satisfy the 
Southern Ocean heat flux constraint, we have required 
that the ocean heat transport should go to zero at 68 °S, 
and to achieve this the simplest method is to adjust the 
ocean heat fluxes south of 30°S linearly with latitude. 
The result is shown in Fig. 17. 

When a similar correction is applied to the F, field 
itself, and the entire Eq. (12) is solved for the potential 
function subject to boundary conditions that there is 
no heat flux through the ocean boundaries, using an 
iterative technique, the result is given in Fig. 18. The 
correction guarantees that the integral of the surface 
flux over the global ocean domain is zero, as it must be 
to solve the Poisson equation. In interpreting this fig- 
ure, it must be recalled that it gives only the divergent 
heat flux component. An additional rotational compo- 
nent is not available from this method. Thus over the 
southern oceans, the heat carried eastwards in the Ant- 
arctic Circumpolar Current is not represented and nor 
is any gyre transport. The results south of 30°S cannot 
be trusted. 

As noted earlier, in Fig. 17 error bars are assigned 
representing plus or minus one standard error in the 
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3.4m of ocean has same heat capacity as 100km of atmosphere
Mixing of density/heat key component for closing  circulation

Stratified Turbulence: Who Cares?
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• Apparently atmosphere/ocean: 

• Challenging to access numerically: how triggered or forced?

Layered Anisotropic Stratified Turbulence

364 G. Brethouwer, P. Billant, E. Lindborg and J.-M. Chomaz
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Figure 18. Regimes in stably stratified flows. The conditions under which our and other DNS
and experiments are carried out are represented by symbols. Red squares (labelled DNS):
present DNS; blue square (R&dBK): DNS run F4R64 by Riley & deBruynKops (2003);
green square (S&G): DNS run A by Staquet & Godeferd (1998); red triangles (L&VA):
experiment of decaying stratified turbulence by Lienhard & Van Atta (1990) listed in their
table 1; red and blue lines (P,F&S): experiments bc and be of decaying stratified turbulence
by Praud et al. (2005). Conditions typically found in the middle atmosphere (Lindborg 2006)
and the upper ocean (Moum 1996) are shown by the blue and red circle respectively, but these
conditions can vary considerably. Values of Re and Fh are estimated using (2.12).

Many observations in other studies on stratified flows are in accordance with our
observations at either R < 1 or R > 1. The smooth, elongated horizontal and nearly
undisturbed layers with strong viscous shearing between them and the very steep
horizontal spectra we found when R < 1 correspond to the observations by Laval
et al. (2003), Waite & Bartello (2004) and Praud et al. (2005), whereas the Kelvin–
Helmholtz-type instabilities, small-scale turbulent-like motions and the spectra with
an approximate k

−5/3
h -power-law range we found when R > 1 correspond to the

observations by Riley & deBruynKops (2003) and Lindborg (2006). The significance
of the present study is mainly the series of DNS of stratified turbulence covering a
relatively wide range Re and Fh. These simulations strongly support the hypothesis
that the two different types of dynamics observed in our and previous studies can be
explained by differences only in the parameter R.

We can conclude from these observations that only when R = ReF 2
h > 1 does a clear

and significant transfer of kinetic and potential energy from large to small (horizontal)
scales exist and an inertial range emerges with a k

−5/3
h -power-law behaviour. The

scaling analysis was carried out for R → ∞ but the results from the simulations
show that R ! 1 is already sufficient to observe the features of strongly stratified
turbulence. However, we have argued that R $ 1 is required to have a clear stratified
turbulence inertial range. When R < 1, the dynamics (energy transfer, buoyancy flux
and dissipation) is predominantly confined to the scales near or at which the energy
is injected.

To conclude, figure 18 presents a diagram with the different regimes that are found
in stably stratified flows depending on the value of Re and Fh as suggested by
this study. The strongly stratified turbulence regime is bounded by the thresholds
R = ReF 2

h > 1 and Fh < 0.02, but it should be emphasized that the latter condition

Brethouwer et al 2007

Region identification in stratified turbulence
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FIGURE 1. Regime diagram in terms of Ret and Frt following Brethouwer et al. (2007).
The grey band represents the range of estimates for the lowest value of 1/Frt in the LAST
regime based on the range for A reported in the literature. The dashed line indicates the
limit of the LAST regime assuming A = 1. The three symbols mark the parameter values
for the simulations discussed in detail in this paper.

and the generic Uh defined as the r.m.s. horizontal velocity, u
0
h
, so that

Frt ⌘
u

0
h

LtN
and Ret ⌘

u
0
h
Lt

⌫
. (1.3a,b)

In the definition of Lt, A is a constant of order unity and ✏ is the dissipation
rate of turbulent kinetic energy. The threshold for the LAST regime, as defined by
Brethouwer et al. (2007) assuming A = 1, is Frt ⇡ 0.02, as indicated by a dashed
line in the figure. The grey band indicates the uncertainty in this threshold taking
into account that A in isotropic homogeneous turbulence ranges between 0.4 and
1.81 (Sreenivasan 1998), and that A is observed to be as low as 0.3 in stratified
turbulence (Maffioli & Davidson 2016). The diagonal line is an estimate for the
threshold above which turbulence is significantly affected by viscosity. Turbulence is
associated with sufficiently large Ret, i.e. sufficiently far to the right on this regime
diagram. Furthermore, if Frt is sufficiently large, it is to be expected that the effect
of stratification becomes insignificant.

As described in more detail below, in this paper we consider three simulations,
which we denote F1, F2 and F3. Their parameters are listed in table 1, and we mark
their locations on the regime diagram. We believe that the value of Ret chosen for
these simulations is sufficiently large for turbulent flow, and we vary Frt so that these
simulations straddle the transition from the ‘weakly’ stratified turbulence regime (using
the nomenclature of Brethouwer et al. (2007)) to the ‘strongly’ stratified or LAST
regime.

When the inertial scaling assumption inherent in (1.2) is applied to (1.1) with
A = 1, then Reb = ✏/⌫N

2. We wish to draw a distinction between the formal scaling
Reb � 1 required for the asymptotic formulation of the governing equations to describe
dynamics in the LAST regime and this inertial scaling, and so we distinguish between
Reb as defined in (1.1) and the parameter

Gn ⌘ ✏/⌫N
2. (1.4)
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Figure 7. (a) Trajectories of Reh vs 1/Frh for simulations F07, F1 and F2. The direction of time is from
left to right, indicated by the grey arrow. Markers indicate the points at which the ‘fully turbulent’ snapshots
considered in figures 8 and 9 are taken. The light blue shaded region denotes the ‘strongly stratified’ region of
parameter space delineated by Brethouwer et al. (2007) according to RehFr2

h > 1 and Frh < 0.02. Panels (b,c)
show the evolution of the buoyancy Reynolds number Reb and vertical Froude number Frv for each simulation,
where the dashed lines correspond to the time instant at which the markers are located in (a). The directory
including the data and Jupyter notebook for producing the figure can be found at https://cocalc.com/Cambridge/
S0022112024001216/JFM-Notebooks/files/fig7.

the assumptions that turbulence parameters are primarily dependent on the large-scale
properties of the flow on top of which turbulence develops, a feature that we also observe
here.

We also define the buoyancy Reynolds number Reb and the vertical Froude number Frv

(using the cyclic buoyancy period 2πFr0 as, for example, in the freely evolving flows of
de Bruyn Kops & Riley 2019; Zhou & Diamessis 2019) by

Reb = Re0Fr2
0ε, Frv =

2πFr0K1/2
h

Lv
, (3.5a,b)

where ε = 〈∂iu′
j∂iu′

j〉T/Re0 is the dimensionless bulk turbulent kinetic energy dissipation
rate. The time evolution of these quantities is shown in figure 7(b,c). Looking first at
figure 7(b), both the maximum value of Reb and the time taken to reach this maximum
depend strongly on the dimensionless buoyancy period Fr0. In particular, just as with the
prior development of the horizontal layers, the time taken for Reb to reach its first local
maximum scales approximately linearly with Fr0, demonstrating that turbulent transition
is affected at leading order by the stratification. Once billow pairing has taken place, Reb
starts to increase again for flows F1 and F2, likely due to the same mechanisms that
caused the initial burst (though as discussed above, the simulations are stopped at this
point as the dynamics start to become constrained by the periodicity). Peak values of
Reb ≈ 10 and Reb ≈ 5 for the strongly stratified simulations F1 and F07 are high enough
for the development of small-scale turbulent motions, though nonetheless imply at best
a modest range of scales between the Ozmidov scale and the Kolmogorov length scale.
Similar to the vertical length scale, the vertical Froude number plotted in figure 7(c)
remains similar to its initial value determined by the shear layers that form prior to billow
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• Large buoyancy Reynolds number ensures wide separation between Ozmidov & Kolmogorov scales:  

• Gives some chance of isotropic inertial range

• Particularly if Ozmidov scale is ALSO forcing injection scale 

• Scaling arguments: vertical buoyancy scale             separate from  

• Layered Anisotropic Stratified Turbulence: Strongly Stratified Turbulence?

• Arguments of Billant/Chomaz/LindborgBrethouwer:     

Layered Anisotropic Stratified Turbulence?
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Figure 14.3 Schematic diagram of the horizontal wavenumber energy spectrum E⊥(k⊥) showing the

different ranges either side of the Ozmidov scale L0.

As noted earlier, it is an empirical observation that εK ∼ u3
⊥/"⊥, not only in conventional

three-dimensional turbulence, but also in strongly stratified turbulence in which # $ 1.

This allows us to relate L0 to "⊥, "// and η, and we find

L0

"⊥
∼

(

u⊥

N"⊥

)3/2

, (14.32)

L0

"//

∼
(

u⊥

N"⊥

)1/2

, (14.33)

L0

η
∼

( εK

N2ν

)3/4

∼ #3/4. (14.34)

These expressions confirm that we require Fr⊥ % 1 and # $ 1 in order to ensure "⊥ $
"// $ L0 $ η, and hence ensure clear scaling ranges of strongly stratified and weakly

stratified turbulence either side of L0 (Figure 14.3). It is difficult to simultaneously satisfy

these conditions in laboratory experiments and numerical simulations, and this has led

to some debate as to the asymptotic properties of these scaling ranges. In particular,

relatively few of the low-Fr⊥ laboratory experiments and numerical simulations satisfy
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• How might this LAST regime appear in a freely evolving flow from some ICs without forcing?

• Vertical overturning strongly suppressed by strong stratification: classic instabilities useless…(M-H)

• Wall-bounded flows: inevitably “weak” (Zhou et al 2017) body-forced flows inherently artificial…

LAST from an Initial Value Problem?

• Horizontal instabilities with vertical vorticity coupled to non-normal lift-up & zig-zag leads to LAST!

Zig-zag Instability of Vertical Vortices
Naturally forms layers ~ U/N

Billant & Chomaz 2000
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Ellingsen & Palm 1975/Landahl 1980
(Hoiland/Moffatt 1967…)

 

 

−2 −1 0 1 2
0

0.5

1

1.5

2

 

 

−2 −1 0 1 2

−0.8

−0.4

0

0.4

0.8

−0.8

−0.4

0

0.4

0.8

!x/!max, t = 0 u/|umax|, t = 7

yy

z

(a) (b)

Figure 2.4: Optimal perturbations for (kx, kz) = (0, 5.174) and T = 7. (a) !x of the
optimal perturbation at t = 0. (b) u of the optimal perturbation at t = T = 7. The
vorticity ! and velocity u fields are respectively normalized so that the maximum
value of enstrophy (!2

x
+ !

2
y
+ !

2
z
) and twice the energy is 1.

velocity fluid. Here we show again results for the tanh profile. Figure 2.4 (same
as 6.4) shows the streamwise vorticity !x of the optimal initial perturbation (figure
6.4a) and the streamwise velocity u (figure 6.4b) of the optimal response, leading
to the optimal gain at T = 7 for kz = 5.174 and kx = 0. The !x and u fields in
figure 2.4 are respectively normalized by the maximum total enstrophy at t = 0 and
twice the maximum total energy at t = T = 7. Both fields are localized around
y = 0, in the region with strong shear. The colorbar on figure 6.4(a) reflects the
fact that at the initial time, 97.6% of the total enstrophy is given by !x. As time
evolves, !x remains constant and induces a constant cross-stream velocity v. That v
excites u through transport of base flow momentum, generating streamwise streaks.
The colorbar on figure 6.4(b) reflects the fact that, after the perturbation evolves to
t = 7, most of the perturbation velocity corresponds to u. As time evolves further,
the forcing of u by v remains constant, implying that the energy of the perturbation
grows unbounded as t ! 1.

2.5.3 A look at the energy evolution of perturbations of
unbounded constant shear flow

We are now familiar with the development of linear perturbations in two di↵erent
cases, kz = 0 with Orr and kx = 0 in which there is lift-up. In a general case of
oblique waves, the two mechanisms can be present in a non-trivial way. These are
the types of perturbations that show the largest instantaneous growth rate, and so
they are likely of importance for transition or turbulent structures.
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• How might this LAST regime appear in a freely evolving flow from some ICs without forcing?

• Vertical overturning strongly suppressed by strong stratification: classic instabilities useless…(M-H)

• Wall-bounded flows: inevitably “weak” (Zhou et al 2017) body-forced flows inherently artificial…

LAST from an Initial Value Problem?

Lewin & CPC JFM 2024 (with notebooks)

• Horizontal instabilities with vertical vorticity coupled to non-normal lift-up & zig-zag leads to LAST!



LAST from an Initial Value Problem?

Lewin & CPC JFM 2024 (with notebooks)

Evidence for LAST in a freely evolving horizontal shear flow
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Figure 1. (a) Vertical profiles of streamwise velocity u(0, 0, z) taken at time t ≈ 48 for simulations F05 (red
solid line), F1 (blue dashed line) and F2 (orange dot-dashed line). The black dotted line shows the shape of
the initial spanwise velocity profile ˆ̃v(z) normalised to a similar amplitude for comparison. (b,c) Contour plots
showing vertical slices from simulation F1 in the y and x planes of the streamwise velocity field (b) u(x, 0, z)
and (c) u(0, y, z). The directory including the data and Jupyter notebook for producing the figure can be found
at https://www.cambridge.org/S0022112024001216/JFM-Notebooks/files/fig1.

3. Results

3.1. Amplification of vertical shear
We begin by studying the transient growth of the initial state defined in (2.9) for the
simulations F05, F1 and F2, where the results from simulation F07 follow a similar pattern
and are omitted from this section for clarity. The initial perturbation (ũ(z), ṽ(z), 0) causes
the magnitude of the streamwise velocity u to increase rapidly before saturating at around
O(1), which we investigate in detail below. First, figure 1 shows visualisations of the
streamwise velocity field u at time t ≈ 48 after saturation of the initial growth. Panel (a)
shows the vertical profile of the centreline velocity u(0, 0, z) for simulations F05 (red
solid line), F1 (blue dashed line) and F2 (orange dot-dashed line). The black dotted line
shows the shape of the initial perturbation ṽ(z) of the spanwise velocity normalised to
have similar amplitude for ease of visualisation. A distinct vertical mode structure in u is
present, in all cases taking a similar (reflected) shape to the initial profile, which strongly
suggests the growth in u is locally determined by ṽ in a manner consistent with (2.8).

There are small but noticeable differences between the simulations with different initial
Froude number Fr0: in general, a lower Froude number results in more pronounced higher
wavenumber modes. Recalling that ṽ is constructed of a sum of randomly phased Fourier
modes eimz for the lowest seven permissible wavenumbers in the vertical, this means that
the higher wavenumber modes exhibit enhanced growth for smaller Fr0. This is entirely
consistent with the results of Deloncle et al. (2007) who show that, for the same base flow
without the additional vertical perturbations, three-dimensional infinitesimal normal mode
perturbations with vertical wavenumber m less than 1/Fr0 grow almost equally as fast as
the most unstable two-dimensional mode with m = 0 corresponding to that of classical
unstratified shear instability, with a larger growth rate for smaller Fr0. It is important to
stress here that, though there exists a clear scaling similarity, the finite-amplitude modes
we are considering here are entirely different and grow over a much shorter time scale than
the infinitesimal perturbations considered by Deloncle et al. (2007), the latter of which can
be seen emerging in the form of a vertical column defect length scale in the fully nonlinear
simulations of BS06.

The quasi-steady state reached by the algebraic growth consists of horizontal layers in
the streamwise velocity field that are localised at the velocity interface in the y direction
and extend across the whole domain in the x direction, as can be seen by looking at
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• Perturbing v(z) leads to layering in u at a different vertical scale: is it “lift-up”?

S.F. Lewin and C.P. Caulfield

Simulation Fr0 Ri0 Re0 (Lx, Ly, Lz) (Nx, Ny, Nz)

F05 0.5 4 2000 (28.56, 66.34, 14.28) (512, 673, 256)
F07 0.71 2 2000 (28.56, 66.34, 14.28) (1024, 896, 512)
F1 1 1 2000 (28.56, 66.34, 14.28) (1024, 896, 512)
F2 2 0.25 2000 (28.56, 66.34, 14.28) (1024, 896, 512)

Table 1. Flow parameters and grid sizes for each DNS, where Ri0 is included for comparison with the DNS
of BS06. Here Nx and Nz are the maximum number of grid points in the streamwise and vertical directions,
respectively, whilst Ny is the maximum number of grid points in the spanwise central region −12.5 ≤ y ≤ 12.5.
All simulations have Pr = 1.

turbulence subsequently develops, the velocity and density fields are upscaled onto the full
resolution grid using Fourier resampling in the x and z directions and linear interpolation
in the y direction. At this stage the flow is still laminar and only larger-scale motions
are present so that any noise introduced by interpolation has little impact. The final
resolution is sufficiently fine to ensure that kmaxLk > 1 throughout flow evolution, where
Lk = (Re−3

0 /ε)1/4 is the Kolmogorov length scale for domain-averaged turbulent kinetic
energy dissipation ε, and kmax = 2knyq/3 is the maximum resolved wavenumber for
Nyquist wavenumber knyq = πNx/Lx = πNz/Lz after dealiasing. Simulations are stopped
around 30 dimensionless time units after billow pairing takes place, as the dynamics after
this become constrained artificially by the periodicity of the domain. The majority of the
dynamics and turbulence we study below occurs either before or during pairing, giving us
a good level of confidence that the domain size we use is sufficiently large.

Table 1 summarises the initial parameters and grid sizes for the DNS performed. We
investigate the dynamics and evolution associated with the initial condition (2.9) for a
range of initial Froude numbers Fr0. The same shape of the initial perturbation ũ is used
for each simulation. To prescribe the amplitude |ũ|, we observed that trial runs indicated
perturbations u′ to the background velocity field ū grew linearly with time with rate |ṽ|
(so that |u′| ∝ |ṽ|t according to the lift-up mechanism, as detailed for the full DNS in § 3
below) before saturating in amplitude at a dimensionless time of approximately 4πFr0. We
therefore select a target maximum amplitude |u′| = 0.2 giving |ũ| = 0.2/(4πFr0), hence
determining a typical order of magnitude |ũ| ∼ O(10−2) for the narrow range of Fr0 ∼
O(1) investigated here. The target amplitude of |u′| = 0.2 is the same for each simulation
and is chosen so that the local gradient Richardson number

Rig(x, t) = 1 − ∂ρ/∂z
Fr2

0|∂u/∂z|2
(2.10)

remains above the marginal stability value of 1/4 at the interfaces between the layers
that grow, preventing the onset of vertically stratified shear instability. For the sake of
simplicity, and for arguably a better comparison with other DNS from the literature
exhibiting LAST sustained by large-scale vortical motions, we focus on this limiting
case where turbulent transition requires additional energy obtained from the onset and
development of columnar vortices produced by horizontal shear instability, occurring
once transient layer growth has taken place. The opposite limit, where the dynamics are
dominated by the early development and breakdown of Kelvin–Helmholtz billows at the
layer interfaces, has been well studied at least on the individual layer scale, and in the
absence of the large-scale horizontal shear layer (see, e.g. the recent review by Caulfield
2021).
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LAST from an Initial Value Problem?
S.F. Lewin and C.P. Caulfield
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〈|∂u/∂t|〉

Figure 2. The evolution of streamwise velocity magnitude evaluated at y = 0 and integrated over the x and
z directions (right axis), as well as the corresponding terms in the linearised evolution equation (2.8) (left
axis). Results are shown for simulations (a) F05, (c) F1 and (c) F2. The directory including the data and
Jupyter notebook for producing the figure can be found at https://www.cambridge.org/S0022112024001216/
JFM-Notebooks/files/fig2.

panels (b,c) of figure 1. We note that v, w and ρ are small in comparison to u and only
grow substantially once horizontal shear instability occurs later during the flow evolution.
Panel (c) shows that the interface in the y direction is distorted by the layering, though
the magnitude of the maximum velocity gradient ∂u/∂y remains similar and, hence, as
we will see, this distortion does not prevent the rolling up of the sheet of vorticity into
Kelvin–Helmholtz billows in the x–y plane caused by inflectional shear instability.

We now investigate the dynamics of the transient growth in detail. In figure 2 the
centreline streamwise velocity magnitude 〈|u( y = 0)|〉 averaged over the x and z directions
can be seen to increase linearly with time initially, matching the algebraic growth
predicted by the lift-up mechanism of Ellingsen & Palm (1975). Moreover, we can plot
the corresponding x- and z-averaged terms from (2.8) to find a very good match with the
predicted growth rate 〈|v∂ ū/∂y( y = 0)|〉. The streamwise velocity magnitude continues
to grow until it starts to saturate at a time proportional to Fr0, so that the saturation
time for F1 is approximately double that of F05 and so on. Noting that the dimensionless
buoyancy frequency is given by 1/Fr0, this indicates that the stratification is responsible
for equilibrating the flow to a quasi-steady vertical layered state approximately over two
buoyancy periods 4πFr0, which is then sustained until the growth of the horizontal shear
instability becomes significant. Perhaps somewhat surprisingly, the agreement with (2.8)
is maintained throughout the saturation of the layered state. This is because, as suggested
by figure 1(b), u and p continue to remain independent of the streamwise coordinate x as
the perturbations grow. Meanwhile, v decays and w remains small, with the result being
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• Good agreement of                    and u increases approximately linearly…but is it LAST?
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S.F. Lewin and C.P. Caulfield
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Figure 9. (a) Compensated horizontal (streamwise) spectra of kinetic energy k5/3
x E(kx); (b) compensated

vertical spectra of kinetic energy k3
z E(kz); (c) vertical spectra of kinetic energy as in (b), where this time the

sum is taken over streamwise modes kx > 0. Lines are coloured consistent with the previous figures. Spectra are
evaluated using the full three-dimensional flow fields. The directory including the data and Jupyter notebook for
producing the figure can be found at https://www.cambridge.org/S0022112024001216/JFM-Notebooks/files/
fig9.

onset being highly localised to unstable regions that are advected and extended by the
background horizontal flow, matching the behaviour in the vertical vorticity field shown
in figure 4. When Fr0 is larger, turbulence develops rapidly and Reb is largest whilst the
unstable regions are local to the outer regions of the billows causing the patchiness seen
in figure 8( f ). For smaller Fr0, the time scale of turbulence development is large enough
relative to that of the horizontal flow such that it is distributed throughout the domain by
horizontal motions before decaying.

Finally, we look at the one-dimensional horizontal and vertical spectra of horizontal
kinetic energy for each simulation at the times corresponding to the markers in figure 7(a).
Our pseudo-spectral DNS resolve discrete streamwise Fourier modes exp(ikx) with
wavenumbers kx = 2πnx/Lx for integers nx between 0 and 384 (corresponding to the
maximum wavenumber after dealiasing) and analagous vertical modes exp(ikz) with
wavenumbers kz = 2πnz/Lz for nz between 0 and 170. Spectra are calculated using the
fully three-dimensional flow fields in the central turbulent region −5 < y < 5. Precisely,

E(kx) = 1
2

∫ 5

y=−5




∑

kz

ûû∗ + v̂v̂∗



 dy, (3.6)

E(kz) = 1
2

∫ 5

y=−5




∑

kx

ûû∗ + v̂v̂∗



 dy, (3.7)

where a hat denotes a Fourier transform in the x and z directions and ∗ denotes complex
conjugation.

Figure 9(a) demonstrates that, whilst Reb is at, or close to, its maximum value, the
horizontal spectrum for each simulation displays a plateau with a k−5/3

x slope indicating
an incipient inertial range in the horizontal scales that is consistent with other vortically
forced simulations at similar Reb by, e.g. Howland et al. (2020), Augier et al. (2015) and
Lindborg (2006). For sufficiently small Frh, the buoyancy wavenumber kb = (Fr0K1/2)−1

becomes a dynamically relevant parameter (Billant & Chomaz 2001) that, under the
fundamental assumption that the vertical Froude number Frv defined in (3.5a,b) is O(1),
scales with the wavenumber 2π/Lv corresponding to the integral vertical scale Lv set by
the initial layers that form. The latter is easily recognisable as the location of the distinctive
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LAST from an Initial Value Problem?
Evidence for LAST in a freely evolving horizontal shear flow
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Figure 6. Evolution of the horizontal and vertical integral length scales (a) L and (b) Lv for simulations F07
(blue lines), F1 (red lines) and F2 (orange lines). The directory including the data and Jupyter notebook for
producing the figure can be found at https://www.cambridge.org/S0022112024001216/JFM-Notebooks/files/
fig6.

that these layers are maintained throughout turbulence evolution. This behaviour of L
increasing whilst Lv remains a similar magnitude is fairly typical of freely evolving flows
in the LAST regime. In particular, we note the similarities with the freely evolving DNS of
Riley & de Bruyn Kops (2003) initiated from a laminar Taylor–Green vortex configuration,
which quickly develop strong horizontal vertically sheared layers that are maintained in
structure and magnitude throughout the turbulent flow evolution despite the horizontal
length scale increasing significantly. We define Reh and Frh according to (1.1a,b), where
the velocity scale U = K1/2

h for Kh = 〈u′2 + v′2〉T/2 and the average is taken as discussed
above using (3.2). In dimensionless form we have

Reh = Re0K1/2
h L, Frh =

Fr0K1/2
h

L
. (3.3a,b)

The evolution of each turbulent flow in Reh-Frh parameter space is shown in figure 7(a)
by plotting Reh against 1/Frh as suggested by Brethouwer et al. (2007), where their
delineation of the ‘strongly stratified’ LAST regime according to Frh < 0.02 and
RehFr2

h > 1 is shaded. According to our estimation of Reh and Frh, flows F1 and F07 can
be seen in the figure to both narrowly fall within this regime during at least some of their
evolution, whilst flow F2 remains only weakly affected by the stratification throughout. It
is interesting to compare our results with Zhou & Diamessis (2019), who, for a stratified
turbulent wake behind a bluff body, derive a predicted turbulent Reynolds number Reh ∼
Re0Fr−2/3

0 based on the initial Reynolds and Froude numbers associated with the size of
the body, using this to estimate empirically that strongly stratified turbulence is accessed
when

Re0Fr−2/3
0 ! 5 × 103. (3.4)

Calculating a Reynolds and Froude number associated with the cylindrical billow
structures that form with a diameter approximately Lx/2 = 14.28 in our simulations as
Re†

0 = 14.28Re0 and Fr†
0 = Fr0/14.28, we find that Re†

0Fr†−2/3
0 ≈ 6100 for simulation

F07R1, Re†
0Fr†−2/3

0 ≈ 4900 for F1R1 and Re†
0Fr†−2/3

0 ≈ 3100 for F2. This provides a
perhaps fortuitously good match with the prediction of Zhou & Diamessis (2019) despite
the different flows under consideration, suggesting at least a non-trivial level of underlying
similarity in the dynamics. Indeed, the derivation of their criterion essentially relies on
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• Building on work from Basak & Sarkar JFM 2006: zig-zag-like dynamics seem to occur

• Lift-up triggers “smaller” KHI type instabilities if local Re is sufficiently high…

• Structure and statistics almost but not quite totally unlike largely consistent with LAST!

LAST from an Initial Value Problem?

Lewin & CPC JFM 2024 (with notebooks)

Evidence for LAST in a freely evolving horizontal shear flow
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Figure 8. Vertical slices showing the dissipation field ε, with (a,c,e) taken in the plane x = 0 and (b,d, f ) taken
in the plane y = 0. Plots (a,b) are from simulation F07, (c,d) from F1 and (e, f ) from F2. For simulations F07
and F1 that are vertically intermittent, only the fully turbulent section of the vertical domain is shown. The
snapshots are taken at times corresponding to the location of the markers in parameter space in figure 7(a),
indicated explicitly by the dashed lines in 7(b,c). Note the logarithmic colour scale. The directory including
the data and Jupyter notebook for producing the figure can be found at https://cocalc.com/Cambridge/
S0022112024001216/JFM-Notebooks/files/fig8.

development and turbulence, and importantly, is O(1) throughout turbulence evolution
that is a characteristic signal of the stratified turbulence regime.

For each turbulent simulation, we look at a snapshot of the dissipation field ε when
Reb is close to its peak value whilst Frh is either less than 0.02 (for flows F07 and F1)
or as small as possible (for flow F2). The corresponding locations in parameter space are
shown by the markers in figure 7(a) with times indicated by the dashed lines in panels
(b,c). Vertical plane snapshots of the dissipation field are plotted in figure 8. Looking first
at snapshots in the plane x = 0 shown in the left panels, we can see that a range of small
scales are present in all simulations, though remain highly localised to the central strip of
vorticity associated with the initial horizontal shear flow that is distorted in the vertical
by the vertically sheared layers that form. Horizontal layering of dissipation is obvious in
simulations F07 and F1, while for the more weakly stratified flow F2, the distribution is
more sparse. This is also clear from looking at the snapshots in the plane y = 0 in the
right panels where horizontally localised patches of turbulence are apparent in flow F2.
We suggest that the reason for the differences between the spatial patterns in ε is due
to the timing of the development of turbulence, which depends strongly on Fr0, relative
to the evolution of the background horizontal flow set by the vortex columns, which is
similar across all simulations. The results are consistent with a picture of turbulence
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Evidence for LAST in a freely evolving horizontal shear flow
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Figure 5. Similar to figure 4 but this time vertical planes y = 0 showing contours of the vertical vorticity field
for simulations (a–c) F07, (d– f ) F1, (g–i) F2. Plots (a,d,g) are taken at time t = 88, (b,e,h) at t = 118 and (c, f,i)
at time t = 148. Blue and red colours denote negative and positive values. An animated movie for simulation F1
is included in the supplementary materials. The directory including the data and Jupyter notebook for producing
the figure can be found at https://cocalc.com/Cambridge/S0022112024001216/JFM-Notebooks/files/fig5.

vertical aspect ratio that increases with decreasing Fr0. This is in qualitative agreement
with the LAST regime.

3.3. Computation of turbulent statistics
Before exploring the dynamics of the three-dimensional flow regime quantitatively, we
briefly outline how relevant statistics are calculated. Due to the presence of the initial
background horizontal shear in the problem, the perturbation velocity field u′(x, t) is
defined in the same manner as in BS06 as the perturbation of the total velocity field u
away from the ‘background profile’ obtained by averaging in the x and z directions:

u′(x, t) = u(x, t) − 1
LxLz

∫ Lx

x=0

∫ Lz

z=0
u dx dz. (3.1)

As seen above, the flows we are considering are transient and, especially at points
early during turbulence development, highly spatially intermittent in both the vertical
and horizontal directions. This makes computing representative bulk turbulent statistics
challenging, since any box average will contain an a priori unknown volume fraction
of quiescent regions. Perhaps the most obvious approach is to average statistics over a
time-evolving three-dimensional turbulent region identified according to some threshold
criterion on a field variable such as the turbulent kinetic energy, however the disk-space
requirements for saving fully three-dimensional flow fields are too demanding to achieve
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• It’s really important to understand turbulent stratified mixing for climate modelling

• The Ocean appears to be in a strongly stratified turbulent state: how it gets there is an open question

• This state is Layered, Anisotropic, Stratified and Turbulent: not all clear  how to keep it going…

• Vertically sheared flows have instabilities…only in weak stratification

• Wall-bounded flows just can’t access strongly stratified regimes

• Body-forced flows are artificial…

• If you require (strongly) steady state: recover Osborn’s formula…and weak stratification

• More loose forcing seems to lead to spatio-temporal intermittency: turbulence is weakly stratified

• Move away from modal instabilities to exploit transient mechanisms…but what about extremes?

• Lift-up in horizontal (with vertical decorrelation of perturbation) can help…is it really LAST? 

“Conclusions”



• Associated mixing shows (unsurprisingly) little correlation between    and   …

• Mixing seems to be quite “efficient”, similar to overturning rather than scouring (Woods et al 2010)

• Really transient, and not really LAST as      is still too small…to say nothing of Prandtl number… 

LAST from an Initial Value Problem?

S.F. Lewin and C.P. Caulfield
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Figure 10. Time evolution of (a) χ (solid lines) with ε (dashed lines) superposed; (b) instantaneous and
cumulative flux coefficients Γi (solid lines) and Γc (dotted lines). Each simulation is indicated by the colours
consistent with previous figures. The directory including the data and Jupyter notebook for producing the figure
can be found at https://www.cambridge.org/S0022112024001216/JFM-Notebooks/files/fig10.

density gradient as

χ = 1
Re0PrFr2

0
〈∂iρ∂iρ〉T . (3.9)

Technically, a precise definition describing the evolution of the potential energy associated
with an appropriate background density profile as proposed by Winters & D’Asaro (1996)
should be invoked, however, the practical difficulties in implementing this method and the
feasibility of direct measurements of χ in the ocean have led to (3.9) being regularly taken
to be the definition of the mixing rate. Howland et al. (2021) show that χ as defined above
remains within 10 % of the ‘true’ mixing rate in a variety of forced stratified turbulent
flows, with similarly good agreements being found for freely evolving vertically sheared
flows (Lewin & Caulfield 2021).

An associated mixing efficiency η and flux coefficient Γ can be defined instantaneously
or cumulatively (denoted with subscripts ‘i’ and ‘c’, respectively) as

ηi(t) = χ

χ + ε
, Γi(t) = χ

ε
; (3.10a,b)

ηc(t) =

∫ t

0
χ dt

∫ t

0
(χ + ε) dt

, Γc(t) =

∫ t

0
χ dt

∫ t

0
ε dt

. (3.11a,b)

Note that η = Γ /(1 + Γ ) in both the instantaneous and cumulative sense. Plots of χ and
the associated dissipation ε are shown in figure 10(a). The behaviour of ε was previously
discussed in the form of Reb = Re0Fr2

0ε, but is included as the dashed lines to facilitate
a direct comparison with χ in the context of mixing. There is a notable similarity in the
early behaviour of both χ and ε in simulations F1 and F2, with both quantities increasing
almost immediately following the formation of columnar billows. The onset of growth
for simulation F07 is substantially more delayed. This may be attributed to the vortex
structures that form in the braid region early during flow evolution for flows F1 and F2 but
not for the more strongly stratified F07, as discussed in § 3.2. Corresponding behaviour is
also marked in the plots of Γi and Γc shown in figure 10(b), where values early during
turbulence development are similar for flows F1 and F2 and significantly larger than those
of F07, representing larger mixing efficiencies during this stage. Indeed, the difference in
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• Lots of important/complex processes: what can a spherical cattle rustler mathematician do to help?

Stratified Turbulence: Who Cares?



• Key Question: How to model vertical diffusivity of heat: 

• Assume that it can be described as an eddy  diffusivity using buoyancy frequency N:
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Abyssal recipes 

WALTER H. M U N K *  

( Received 31 January 1966) 

Abstract--Vertical distributions in the interior Pacific (excluding tbe top and bottom kilometer) 
are not inzonsistent with a simple model involving a constant upward vertical velozity w ~ 1-2 cm clu y- t  
and eddy diffusivity ,¢ ~ 1.3 cm ~- sec -1. Thus temperature and salinity can be fitted by exponential- 
like solutions to [,¢- d"-/dz: -- w. d/d:] T, S = 0, with ,c/w ~ 1 km the appropriate "' scale height." 
For Carbon 14 a decay term must be included, [ ] :~C = ~ 1~C; a fitting of the solution to the ob- 
served 1~C distribution yields ,,/w2 ~ 200 years for the appropriate "' scale time," and permits w and 
,~ to be separately determined. Using the foregoing values, the upward flux of Radium in deep water 
is found to be roughly 1.5 x 10-~-~gcm-~-sec-L as compared to 3 x 10-Z~gcm--~sec -I from 
sedimentary measurements by GOLOaF.RG and KOtDE (1963). Oxygen consumption is computed at 
0-004 (ml/I) year-L The vertical distributions of 7', S, t4C and O: are consistent with the corresponding 
south-north gradients in the deep Pacific, provided there is an average northward drift of at least a 
few millimetres per second. 

How can one meaningfully interpret the inferred rates of upwelling and diffusion ? The annual 
freezing of 2.1 x 10 to g of Antarctic pack ice is associated with bottom water formation in the ratio 
43 : 1, yielding an estimated 4 × 10:0 g year-t of Pacific bottom water; the value w = 1"2 cm day -t 
implies 6 x 10 ~0 g year-L I have attempted, without much success, to interpret x from a variety of 
viewpoints: from mixing along the ocean boundaries, from thermodynamic and biological processes, 
and from internal tides. Following the work of Cox and SA,'qr~STROM (1962), it is found that surface 
tides are scattered by the irregular bottom into internal modes with an associated energy flux of 
4 x 10 -~ ergs g-~ see-: (one sixth the total tidal dissipation). Such internal modes can produce 
shear instability in the Richardson sense. It is found that internal tides provide a marginal but not 
impossible me:hanism for turbulent diffusion in the interior oceans. 

I N T R O D U C T I O N  

IN THE course of  preparing for a p rogram of measur ing oceanographic  variables 
f r o m  the bottom up, I have reviewed various models for the d is t r ibut ion  of  T, S, 
14C, 02 etc. in the deep sea. In this connec t ion  the box models of the radio chemists 
are of little use. But a very simple mode l .o f  diffusion and advection,  coupled with 
the appropr ia te  mechanism of  decay when required, leads to a set of  d is t r ibut ion 
funct ions  which fit the observat ions rather better than one would expect. The model  
is not  new: it was used by WVRTKI (1962) in a discussion of the oxygen m i n i m u m ,  
and  in various forms goes back to oceanographic  an t iqu i ty ;  nor  are the numerical  
results much different from those obta ined by Stommel and  his col labora tors  in their 
manifold  attacks on the abyssal p roblem (STOMMEL, 1958; ROBINSON and  STOMMEL, 
1959; STOMMEL and  ARONS, 1960a and 1960b; BOLIN and STOMMEL, 1961); and  by 
WOOSTER and VOLKMANN (1960) and  KNAUSS (1962). 

The following discussion is limited to the central  Pacific between 1 and  4 km 
because the s i tuat ion there is relatively simple. 

*Institute of Geophysics and Planetary Physics, University of California, La Julia, California. 
Contribution from the Scripps Institution of Ozeaoography, La Julia, California. This work has 
been supported under NSF Grants GP-2414, GP-4256. 
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