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Context :  
The objective of the project MALEAF is to obtain a new generation of predictive tools for the analysis of 
the performance of rotating machines for applications of industrial interest. The developed models will be 
able to provide fast and accurate flow predictions using smart data instead of big data. This change in 
perspective is necessary in operative conditions, where the sampling of data may be limited to local 
(pressure taps) or integral (drag, lift) quantities. In addition, big data storage and manipulation can be 
extremely expensive, in particular for advanced ML applications such as deep learning. The spectrum of 
tools proposed, which includes experiments, CFD and data-driven approaches such as Data-Assimilation 
(DA),  Machine Learning (ML) and Reduced-order Modeling (ROM), has the potential to produce a large 
amount of reliable data from a limited amount of localized measurements. The data, which can be 
efficiently used for training purposes, can be safely eliminated at the end of the learning phases of the 
data driven algorithms, dramatically reducing the need for big data storage. From an applicative point of 
view, the objective of the project is to develop a family of high-accuracy, low-cost ROMs. The first series 
of tools proposed will aim to detect early signals of stall, in order to activate control strategies able to 
anticipate the full development of such problematic issue. In case of fast success for this objective, ROM 
able to describe on-the-fly the main local and global physical quantities of the flow will be targeted. The 
training of the ROM will rely on smart and local data, principally obtained from experiments, which will 
be expanded using DA algorithms based on CFD runs aided by predictive models, similarly to what is 
currently done in meteorological sciences [1]. This multifidelity framework will produce a large quantity 
of high- fidelity data continuously distributed in the physical domain, which will be fed to the training 
algorithms to produce the ROM. The interest of such tools for industrial applications as hydro or 
aerodynamic design would be quick prediction of the flow features and production of many samples for 
different operating conditions. Obtaining such tools will provide a breakthrough for optimization studies 
and uncertainty propagation studies (robust design). 

The workflow for this project is twofold: first, to (i) develop fast and predictive reduced-order models 
for transient complex simulations of interest to this project, starting with methodologies already present in 
the group [2,3], and second, to (ii) integrate this modelling framework, into an existing DA tool to 
produce on-the-fly detailed data for analysis.  

Scientific partners of MALEAF: ENSAM Lille, ONERA, Ecole Navale, Sorbonne University.  
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driven constraints, such as conservation laws or compliance with common physical processes, will be 
employed to guide the training towards robust and faithful model reductions using the autoencoder 
architecture, and will be juxtaposed with more traditional approaches based on preconceived bases 
followed by a projection step. The developed reduction strategies will then be employed in the 
following two tasks. 
 
Task 3.1 : ROM-driven DA 
 

Estimated duration: 18 months (M1 -M24)   level of risk: medium 
 

The objective of this task is to reduce the number of degrees of freedom of the physical quantities 
investigated within the DA algorithms which will be used for data expansion. This point is essential 

on one hand to reduce the computational costs 
associated with the DA procedure, but also to 
remove spurious correlations due to the limited 
number of members of the ensemble 
investigated. In this task we will use a multi-
fidelity approach by relying on predictive reduce 
order models to substitute the evaluation of the 
flow quantities of interest. In other words, 
predictive ROMs will be trained using nonlinear 
reduction strategies interchangeably and will 
ultimately substitute the evaluation of a 
significant portion of the ensemble. Similar 

strategies have been used in the past to reduce the cost of function evaluations, for example by 
combining DA methods with Kriging-based interpolation techniques, where the quantity of Interest 
(QoI) [39] is approximated using the latter meta-model. However, contrary to these previous 
approaches, in this proposal we aim to use ROMs to complement CFD [40], where the dynamics of 
measured quantities are reconstructed. The test case of investigation for this task is the hydrofoil. 
Moderate Re will be considered for initial development and this parameter will be progressively 
increased with the development of the task. The DA analysis will be performed using ensemble 
variational techniques [9] [41], which circumvents the derivation and implementation of adjoint 
equations, as well as EnKF techniques. The comparison of the results of these two approaches will 
assess their strengths and weaknesses when applied to the analysis of complex flows. The algorithms 
obtained for this task will be directly integrated in the DA platforms of the team and used for the data 
expansion in T2.2. 
 

Staff for this Task: T. Sayadi (4 P.M), V. Mons (1.5 P.M), O. Marquet (2 P.M), J-C Chassaing (1.5 P.M), 
Post-doc 2 (8 PM), PhD 2 (12 P.M) 
 

Expected deliverables: One-two articles in international journals, opensource modules implemented 
in CONES 
 
Task 3.2 : Predictive ROMs of the full unsteady system for fast prototyping 
 
Estimated duration: 24 months (M25-M48)      level of risk: high 
 
This task is dedicated to the construction of predictive ROMs of complex dynamic systems. The 
requirements on the resulting model are then more stringent: robustness, consistency and 
generalizability. Since the models which rely on linear dimensionality reduction techniques generally 
fall short in this respect, this task will focus on non-linear reduction techniques invoking both ML-based 
algorithms (autoencoder architectures, [40]) as well as a recently proposed spectral embedding 



Profile : 
The candidate should be pursuing a MSc degree or equivalent (engineering diploma) in mechanics or 
applied mathematics, with experience in scientific computing.  
Skills : 
Programming experience and expertise in data-driven techniques will be considered very positively.  
Duration and start date : 
The position is offered for the duration of 36 months, from October 1st, 2025 to September 30th, 2028. 
Deadline for applications: 31/05/2024 

Required documents : 
The applicant should include a CV, and a motivation letter. 
Contacts :  
Taraneh Sayadi - taraneh.sayadi@lecnam.net 
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